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Abstract
Modern memory monitoring tools do not only offer analyses at a single point in time, but also offer features to analyze the memory evolution over time. These features provide more detailed insights into an application’s behavior, yet they also make the tools more complex and harder to use.

Analyses over time are typically performed on certain time windows within which the application behaves abnormally. Such suspicious time windows first have to be detected by the users, which is a non-trivial task, especially for novice users that have no experience in memory monitoring.

In this paper, we present algorithms to automatically detect suspicious time windows that exhibit (1) continuous memory growth, (2) high GC utilization, or (3) high memory churn. For each of these problems we also discuss its root causes and implications.

To show the feasibility of our detection techniques, we integrated them into AntTracks, a memory monitoring tool developed by us. Throughout the paper, we present their usage on various problems and real-world applications.

CCS Concepts  • Software and its engineering → Software defect analysis; Software performance; • Mathematics of computing → Time series analysis.

Keywords Memory Monitoring, Automatic Time Window Detection, Memory Leak Analysis, Memory Churn Analysis
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1 Introduction
Modern programming languages such as Java use automatic garbage collection. Heap objects that are no longer reachable from so-called GC roots (e.g., from static fields or thread-local variables) are automatically reclaimed by a garbage collector (GC). Nevertheless, memory problems can still occur even in garbage-collected languages.

A memory leak [13] occurs if objects that are no longer needed remain reachable from GC roots due to programming errors. This leads to a continuously growing memory consumption which can cause the application to run out of memory, crashing it in the worst case [19].

Even though modern garbage collectors execute certain garbage-collection-related operations concurrently to the application [8, 12, 18], many garbage collection algorithms require stop-the-world pauses, i.e., the application is halted while the GC is running. Such GC phases can make up a significant portion of the application’s run time.

A high memory churn rate stems from frequent unnecessary creation and collection of objects, also known as excessive dynamic allocations [40–42]. This leads to increased work for allocating these objects on the heap and an increased number of garbage collections, which can have a negative impact on an application’s performance.

Such memory anomalies manifest themselves in various ways. They lead to different patterns in metrics such as memory consumption, GC frequency, or GC time. Inspecting and interpreting visualizations of these metrics, either in a tabular form or as time-series charts, can be hard for users, especially if they do not have a background in memory analysis.

The aim of this work is to ease the use of memory monitoring tools for novice users. To do so, we free users from the task of searching for different types of suspicious time windows by providing algorithms that automatically detect them. Thus, our contributions are:

1. different algorithms and heuristics to automatically detect suspicious time windows with
   a. continuous memory growth (see Section 3.2).
   b. high GC utilization (see Section 3.3).
c. high memory churn (see Section 3.4).
including discussions on the root causes and the implications of the different types of memory anomalies.
2. a working implementation of our approach in the offline memory monitoring tool AntTracks Analyzer.

2 Background

AntTracks consists of two parts: The AntTracks VM [23–25], a virtual machine based on the Java Hotspot VM [47], and the AntTracks Analyzer [2, 51–56], a trace-based memory analysis tool. Since the techniques presented in this paper have been integrated into AntTracks, this section discusses memory traces and how AntTracks uses them.

2.1 Memory Snapshots versus Memory Traces

Many state-of-the-art tools use memory snapshots, i.e., heap dumps, for memory analysis, whereas AntTracks uses memory traces. While heap dumps may be sufficient for heap state analysis at a single point in time, it has been shown that they are not well suited for memory analysis over time [51]. This has various reasons. One of them is that heap dumps do not preserve object identities, i.e., one cannot distinguish whether two objects in two different heap dumps are the same or not.

Trace-based approaches try to circumvent the shortcomings of snapshots by continuously recording information while an application runs. Beside typical memory traces [5, 15, 16, 34, 35, 58, 61] that encode memory- and GC-related events such object allocations, object deaths, or object field accesses, there also also other trace types such as execution traces that rather focus on call hierarchy information [6, 17, 46].

2.2 Trace Recording by the AntTracks VM

The AntTracks VM records memory events such as object allocations and object movements during GC by writing them into trace files [24]. Trace recording introduces a low run-time overhead of about 5%. Information about GC roots and the references between objects can also be added to the trace [23, 53]. To reduce the trace size, the AntTracks VM does not record any redundant data and applies compression [25].

2.3 AntTracks Analyzer

2.3.1 Reconstruction

The AntTracks Analyzer is able to parse a trace file by incrementally processing its events, which enables it to reconstruct the heap state for every garbage collection point [2]. A heap state is the set of heap objects that were live in the monitored application at a certain point in time. For every heap object, a number of properties can be reconstructed, including its address, its type, its allocation site, the heap objects it references, and the heap objects it is referenced by.

2.3.2 Analysis

The AntTracks Analyzer’s core mechanism is object classification and multi-level grouping [54, 56] in which heap objects can be grouped according to certain criteria such as type, allocation site, allocating thread, and so on.

Various techniques to analyze the memory evolution over time have been presented in the past. For example, the approach described in [51, 52] detects the common problem of data structure growth. Handled incorrectly, data structures are often the root cause of memory leaks. In [55], we present an analysis technique that visualizes how the heap composition (i.e., the heap classified by a given object classifier combination) develops over time. All these approaches rely on a previously selected time window. By detecting suitable time windows automatically, such analysis techniques may be easier to apply for novice users.

3 Approach

This section explains how we support users to detect memory anomalies in an application’s memory behavior. We present three different time window types, discuss their root causes and implications, and show heuristics and algorithms to automatically detect them. For each time window type, we also show an example on how AntTracks detects a suspicious time window in a real-world application and discuss how this window covers the problem’s root cause.

3.1 Desired Window Characteristics

An ideal time window would outline just that portion of the program that should be investigated to find and remove the root cause of the underlying problem. Thus, we define characteristics that a detected time windows should exhibit.

Size Constraints First, detected time windows are desired to be short since one or more analysis techniques will be applied on the selected time window. The run time of most of these techniques depends on the number of garbage collections covered by the window. Despite this, windows should also cover a minimum number of garbage collections to prevent them from being only short, less important outliers.

Relevance The detected time windows should cover allocations and objects related to the underlying problem and as little noise, i.e., allocation and objects not related to the problem, as possible. If a window contained noise, e.g., allocations that are not relevant to a memory leak, the noise will also distort the results of analyses applied on the window. This makes it harder to reveal the root cause of the problem.

For example, a memory leak might manifest itself only after a certain point in time. Before that point, fluctuations in the memory can happen due to various reasons such as initialization procedures. These fluctuations are irrelevant for memory leak analysis, i.e., noise, and should be excluded from the detected time window.
Maximum Intensity  Problems such as high garbage collection overhead generally do not persist throughout the whole application, but rather occur as hotspots. A detection algorithm should find the window that covers the most intense hotspot, e.g., the window with the highest overall garbage collection overhead.

Severity Since the aim of this work is to support novice users by automatically detecting suspicious time windows, every detection algorithm has to define thresholds to decide whether a detected time window is indeed suspicious. Windows that are not considered to be suspicious should not be presented to the users. For example, a detected garbage collection overhead hotspot may only be considered suspicious if the garbage collection overhead over the window exceeds a certain threshold, e.g., 10%.

3.2 Memory Leak Window
If a Java application contains a memory leak, certain objects are unintentionally kept alive, causing them to accumulate over time even though they are no longer needed. Consequently, the occupied heap space grows until the application runs out of memory, causing it to crash.

Unfortunately, such a growth trend may be difficult to recognize in a long running application’s memory evolution, especially for novice users. Section 3.2.1 discusses the reasons for this in more detail. Thus, we present two algorithms to automatically detect time windows with suspicious growth trends, freeing the user from this task.

3.2.1 Trace Preprocessing
Detecting a memory-leak-induced growth trend based on the occupied heap memory can be difficult. First, the growth might be slow and only significant after the application has run for a long time. Additionally, the occupied memory fluctuates due to garbage collections, which makes it harder to see a clear trend. Finally, growth trends can be masked by floating garbage, that is, objects that are no longer reachable but have not been garbage collected yet. Thus, our approach detects growth trends based on the reachable memory, that is, the part of the heap memory that is reachable from GC roots.

The reachable memory is unaffected by garbage collections and free from floating garbage which makes it the ideal basis to detect memory-leak-induced growth trends.

To calculate the reachable memory of a certain heap state, we start at the GC roots. By following all references recursively, we find all live objects on the heap. Summing up their sizes results in the amount of reachable memory, i.e., the memory in the heap that is alive.

This reachable memory calculation happens during trace file parsing, i.e., when the trace file is read for the first time. Calculating the reachable memory for every reconstructed heap state can slow down this parsing process. If performance is of concern to the user, AntTracks allows them to enable sampled reachable memory calculation, i.e., to calculate the reachable memory only for certain heap states. When sampling is enabled, by default the reachable memory is calculated only for every second reconstructed heap state, i.e., at every other garbage collection, roughly cutting the time spent on reachable memory calculation in half. In our experience, this sampling frequency works well with the algorithms presented in Section 3.2.2. Nevertheless, users can adjust the sampling frequency to either reduce the parsing time or to increase the precision of the resulting reachable memory trend.

3.2.2 Automatic Time Window Detection
In the following, we present two algorithms to detect a time window with a growth trend in reachable memory. Both algorithms operate on a time series of reachable memory that was collected according to the preprocessing steps defined in Section 3.2.1.

Linear-regression-based Algorithm
This algorithm starts with an initial window that (1) includes the end of the application and (2) covers the last 10% of all garbage collection points. It performs a linear regression [30] over all reachable memory data points covered by the window and stores the slope of the linear regression line together with the current time window.

Next, the window is expanded to cover one more data point. Again, the algorithm performs a linear regression and stores the slope together with the time window. It continues in this way until the last time window, ranging from the application’s start to the application’s end, has been handled. Among all the stored windows, the one with the greatest regression line slope is chosen as the resulting time window. Finally, we also require that its regression slope is positive.

Figure 1 illustrates this algorithm. The plot shows 5 of the regression lines that would be calculated in the course of the algorithm. The regression line \( E \) has the greatest slope. Thus, the algorithm would return the window ranging from 1200 ms to 1500 ms. Note that due to limited space, we did not plot all regression lines.

Heuristic-based Algorithm
While the linear-regression-based algorithm is straightforward and easy to implement, the windows it detects do not always fulfill the criteria we defined in Section 3.1. This problem will be discussed in more detail in Section 3.2.3.

Considering the shortcomings of the linear-regression-based algorithm, we introduced a second time window detection algorithm. This algorithm mimics the way a human would search for a continuous memory growth: Find the longest time window over which the memory grows more-or-less continuously, allowing minor drops.

From the time series of reachable memory data points, the algorithm extracts the longest time window in which (1) the end of the application is included and (2) every data
The linear-regression-based algorithm chooses the time windows with the steepest regression slope ($E$).

A data point fulfills the growth condition if its reachable memory is greater than that of the previous one. If this is not the case, a data point may still fulfill the growth condition if its reachable memory (1) is greater than the reachable memory of the window’s first data point and (2) is at least 75% of the maximum reachable memory of all previous data points in the window. This heuristic requires a detected window to have an overall positive growth in reachable memory, but tolerates smaller drops.

The detection algorithm consists of the following steps. It starts with a window spanning only the application’s first reachable memory data point. Next, it takes the second data point and tests whether it fulfills the growth condition with respect to the first point. If this is the case, the window is expanded up to this point. Otherwise, the current window is discarded and the algorithm starts again with a window spanning only the second data point. The algorithm continues in this way until the application’s last data point has been handled. Finally, to make sure that the detected time window is long enough to be meaningful, the algorithm checks if the time window covers at least 10% of all garbage collections.

Figure 2 illustrates this algorithm. The initial time window starts at 0 ms and is expanded up to the first drop. Here the reachable memory drops by 50%. Thus, the current window is discarded and a new time window starts after the drop. From there on, the window can be expanded up to the end of the application because the second encountered drop is not strong enough.

Narrowing the Time Window In many applications, the reachable memory growth is not equally strong over the whole detected window. In such cases it is often possible to find a shorter subwindow with a higher growth rate. As stated in Section 3.1, a short time window is desired since subsequent analyses take less time to complete. Additionally, if the growth over the shorter subwindow is caused by the memory leak, the problematic objects will stand out even more during the analysis. Consequently, the causes of the memory leak will be easier to recognize. Nevertheless, there is a chance that the strong growth covered by the shorter subwindow is actually unrelated to the memory leak, which instead manifests itself only in the slow and steady growth over the full time window. Thus, in AntTracks we decided to present both of these windows to the users. We leave it to their choice whether they want to perform a quick inspection of the strongest growth subwindow first.

When calculating a subwindow, we determine its minimum and maximum size. We define the minimum size as 10% of all reachable memory data points in the long window and the maximum size as 50% of all reachable memory data points in the long window. In any case, the minimum size must be at least two data points.

The algorithm takes the first data point in the long window as a starting point and builds all possible windows that (1) start at this data point, (2) end at another data point and (3) meet the size constraints. For all these windows, it then calculates the reachable memory growth per second and chooses the one with the quickest growth. This time window is remembered and the process is repeated with the next data point as starting point. This is repeated until all data points in the long window have been used as starting point. As a result, the algorithm remembered one window for each data point. Among all these windows, it again chooses the one with the quickest growth.

### 3.2.3 Examples

As already mentioned, the heuristic-based algorithm has been developed to overcome the flaws of the linear-regression-based algorithm which does not always fulfill the desired characteristics defined in Section 3.1. Figure 3 illustrates this problem. While both algorithms detect the same time window in the first two examples on the top half, in the third example the linear-regression-based algorithm includes a presumably irrelevant spike. The linear-regression-based algorithm performs even worse in the three examples on the bottom half of Figure 3. In these examples, it includes the
whole application in the detected time window instead of just the final period of suspicious growth. Depending on the analysis technique that should be applied on the time window, the noise included in these time windows may make it difficult to recognize the root cause of the suspicious growth.

3.2.4 Case Study: Dynatrace EasyTravel

To show how our approach can be used in AntTracks, we apply it on the Dynatrace easyTravel application [11]. Dynatrace focuses on application performance monitoring (APM) and distributes easyTravel as their state-of-the-art demo application. It is a multi-tier application for a travel agency, using a Java backend. An automatic load generator can simulate accesses to the service. When easyTravel is started, different problem patterns can be enabled and disabled, one of which is a hidden memory leak somewhere in the backend.

Figure 4 shows the memory evolution of the application and the time window that has been detected automatically using the heuristic-based memory leak time window detection algorithm. After an initial peak (which is not included in the final time window), the memory mostly grows, except for a drop at around 150,000ms, which is small enough to be tolerated by the algorithm.

This time window can be inspected with different analysis techniques. For example, the time window could be checked for growing data structures, as done in [51]. The less noise the window contains, the easier it becomes for users to spot those data structures that are involved in the memory leak.

3.3 High GC Overhead Analysis

The garbage collection overhead is the ratio between the time spent on garbage collections and the application’s overall run time. The duration of a garbage collection partly depends on the number of surviving objects. The more objects survive, the more moves have to be executed by the garbage collector. This leads to increased garbage collection times.

To reduce an application’s garbage collection overhead, users should inspect the time window that exhibits the highest GC overhead. In this time window, analysis techniques to identify those objects that survive and thus slow down the collections could be applied. Yet, according to our experience, most novice users disregard problematic garbage collector behavior and only focus on the memory evolution when inspecting an application. Thus, we support them by detecting the time window with the highest GC overhead automatically.

3.3.1 Time Window Detection

On the other hand, windows that cover a very large number of garbage collections might take too long to analyze. They also do not provide more insight because a shorter window will still reveal the reasons for the high garbage collection overhead. Thus, algorithms should only look for windows that cover at least 5 garbage collections and do not cover more than 50 garbage collections. The numbers used as smallest and largest window size have proven to work well in most scenarios.

We assume that we know the start time and the end time of each garbage collection in the application. To find the window with the highest garbage collection overhead that meets the window size constraint, our algorithm performs the following steps: First, it selects a start timestamp for the time window. In the first iteration, the start timestamp is the trace’s very first timestamp, i.e., the timestamp that marks the start of the application. It then builds all windows that (1) start at this timestamp, (2) meet the size constraint, and (3) end at the end of a garbage collection. Figure 5 demonstrates the first iteration of the algorithm where windows A to E are built from the initial timestamp. For each of these windows, the garbage collection overhead is calculated by dividing the time spent in garbage collections over the window by the duration of the window. Among all windows constructed this way, the algorithm remembers the one with the highest garbage collection overhead. In the example in Figure 5, this would be window C.

In the following iterations, the start timestamp moves forward such that every end of a garbage collection serves as start timestamp once. For every start timestamp then again all valid windows are built and the one with the highest garbage collection overhead is remembered. Figure 6 shows the remembered window for each start timestamp (windows 1 to 5). Among these windows, the algorithm
Figure 5. Windows A-E are all the valid windows that start at the first timestamp. Window C is the one with the highest garbage collection overhead.

finally chooses the one with the highest overhead. This final window has the highest overhead of all possible windows that meet the size constraint. In the example in Figure 6, this would be window 3.

The final window is only accepted if it has a overhead of at least 10%. This threshold prevents us from detecting a window with a generally low garbage collection overhead.

3.3.2 Case Study: AntTracks
We applied AntTrack’s garbage collection overhead window detection mechanism on AntTracks itself. As shown in Figure 7, it was able to detect the time window with the highest garbage collection overhead that meets the window size constraints. The time window covers the most intense part of a garbage collection overhead hotspot. By analyzing which objects had to be moved by the GC most often during this window, we were able to find and fix a bottleneck involving long[] objects that were created in AntTracks when pointer information was read from trace files.

3.4 High Memory Churn Analysis
As we have seen before, garbage collections are slower the more objects survive. Analogously, they are fast when many objects die. Yet, even these fast garbage collections have to pause the application. These stop-the-world pauses require all application threads to halt at so-called safepoints, i.e., at specific instructions that block the executing thread if necessary, before the GC can start to work.

Even though modern garbage collectors such as Shenandoah [12] or the Z GC [48, 49] perform certain operations concurrently to the running application, nearly all garbage collectors still have to use stop-the-world pauses at some points. When many garbage collections occur over a short time span, these pauses can lead to a significant overhead.

A typical cause for frequent garbage collections are objects that are allocated in great numbers and turn into garbage shortly after their allocation.

In the next section, we present an algorithm that detects suspicious time windows based on an application’s memory churn rate. The memory churn rate is the frequency at which the application discards memory within a certain time window. This hints at a wasteful use of objects, i.e., an unnecessarily high amount of short-living object allocations. Often, algorithms can be adjusted to use fewer temporary objects, which leads to two improvements: (1) Less time is spent for the allocation of objects, and (2) the number of garbage collections is reduced. A common case for the excessive use of temporary objects in Java is the boxing of primitives.

3.4.1 Time Window Detection
To detect the time window with the highest memory churn rate we basically use the algorithm described in Section 3.3.1. The only difference is that this time the algorithm searches for the window with the highest memory churn rate instead

Figure 6. Windows 1-5 are the windows with the highest garbage collection overhead for each start timestamp. Window 3 is the one with the highest overhead overall.

Figure 7. Automatically detected GC overhead window in AntTracks, highlighted in yellow from around 26,000ms to 40,000ms.
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Figure 8. Automatically detected time window with high memory churn in the finagle-http benchmark (global view and zoomed-in view).

Listing 1. Problematic part of the method FinagleHttp.runIteration.

```
for (i <- 0 until NUM_REQUESTS) Await.result(response.onSuccess { rep: http.Response =>
totalLength += rep.content.length })
```

of the highest garbage collection overhead. To do so, it calculates the churn rate of a window by dividing the total number of bytes freed within the window by the window's duration. To calculate the number of freed bytes for a given garbage collection, all we need to know is the size of the heap before and after the collection.

3.4.2 Example: Finagle-http

Renaissance [33] is a benchmark suite composed of modern, real-world, concurrent, and object-oriented workloads that exercise various concurrency primitives of the JVM. Since this benchmark suite is rather new, it has not yet been the subject of a memory study [26]. Thus, it is perfectly suited to test whether AntTracks is able find memory problems in real-world applications unknown to the inspector.

First, we downloaded the benchmark suite\(^1\) in version 0.9 and created a trace file of every benchmark. Then, we loaded these trace files into AntTracks and inspected the automatically detected time windows. One benchmark that attracted our attention was finagle-http. According to the benchmark’s documentation, it sends many small Finagle HTTP requests to a Finagle HTTP server and awaits response. This benchmark exhibits a high memory churn. Its memory evolution and the automatically detected memory churn window can be seen in Figure 8.

Listing 2. Fixed version of the method FinagleHttp.runIteration.

```
val h = ( rep: http.Response => totalLength += rep.content.length )
for (i <- 0 until NUM_REQUESTS) Await.result(response.onSuccess(h))
```

Inspecting this memory churn using AntTracks’s short-lived objects analysis feature revealed that the type FinagleHttp$$anonfun$runIteration$1$$... has a high churn rate. The naming pattern reveals that these are Scala objects, more specifically, anonymous functions, which are allocated in the method runIteration of the benchmark’s main class FinagleHttp. Since such a rapid allocation and collection of anonymous functions is unlikely to be intentional, we looked up the method’s source code. The problematic part can be seen in Listing 1. In the loop, a lot of anonymous function objects are created, waiting for an HTTP request to succeed to increment the counter totalLength. Listing 2 shows our fix for this problem. Only a single response handler is created which is reused for every HTTP request. This fix reduces the overall amount of allocated temporary objects by about 25%.

3.5 Window Detection Performance

The complexity of all algorithms is $O(n)$, where $n$ is the number of garbage collections covered by the trace file. For example, applied on the trace of the Dynatrace EasyTravel application that has been shown in Section 3.2.4, which covers about 700 garbage collections, the different time window detection algorithms take between 5ms and 30ms on average. Thus, our algorithms can scale up to process data reconstructed from traces that cover thousands of garbage collections.

4 Related Work

Memory Leak Detection To support memory leak detection, various approaches and tools have been developed over the last years. Šor and Srirama [45] classify these approaches into the following groups:

1. **Online approaches** that actively monitor and interact with the running virtual machine, separated into approaches that
   a. measure staleness [3, 14, 35, 36, 38, 59]. The longer an object is not used, the staler it becomes. Staleness analysis tries to reveal objects that do not get collected by the GC but become stale, since they are most likely to be leaking. The challenge these approaches face is that tracking object accesses is extremely expensive.
   b. detect growth [4, 20, 21, 43, 44]. These approaches group the live heap objects (usually either by their types or allocation sites) and detect growth using various metrics.

\(^1\)Renaissance benchmark suite: https://renaissance.dev/
2. **Offline approaches** that collect information about an application for later analysis, separated into approaches that
   a. analyze heap dumps and other kinds of captured state [22, 27–29]. Compared to online approaches, offline approaches often perform more complicated analyses based on the object reference graph, involving graph reduction, graph mining and ownership analysis.
   b. use visualization to aid leak detection [7, 31, 37].
   c. employ static source code analysis [9, 60].

3. **Hybrid approaches** that combine online features as well as offline features [10, 39, 58].

In this taxonomy, AntTracks would be classified as a hybrid approach. It collects detailed memory traces online using its VM, while the processing of these traces happens offline. Its offline analysis tool mostly focuses on the visualization and automatic detection of heap growth.

**Memory Churn Analysis** For example, Peiris and Hill [32] presented EMAD, the Excessive Memory Allocation Detector. Compared to AntTracks, which detects memory churn offline using memory traces, EMAD uses dynamic binary instrumentation and exploratory data analysis to determine whether an application performs excessive dynamic memory allocations.

### 5 Limitations

One limitation of our work is its currently limited evaluation based on a small set of use cases. We plan to find more open-source projects that suffered from memory anomalies in the past which we can use to build a reference set of real-world applications. This collection could then be used to evaluate memory monitoring tools.

In addition to that, we are currently conducting a user study. One goal of this study is to see how well people with different backgrounds are able to detect suspicious time windows themselves. Preliminary results suggest that novice users are not always able to recognize suspicious memory growth in an application. Also, it seems that most users also underestimate the possible severity of high memory churn.

### 6 Future Work

**User Study** As stated in the previous section, we are currently conducting a user study with university students having various levels of expertise. The aim of the study is to gain insights on how well the study participants are able to analyze memory anomalies with AntTracks and which features they would expect from a memory monitoring tool in general. This could help the community to improve the quality of memory monitoring tools.

**Visualization** Many of AntTracks’s analysis features communicate their results in form of tables, line charts or stacked area charts. We plan to evaluate alternative visualization approaches, for example, an application’s memory evolution could also be displayed as small multiples [50] or as a software city [57]. To investigate keep-alive relationships in a heap state, we plan to support users by displaying aggregated heap objects as graphs [1].

**Guided Exploration** The aim of this work is to automate the first step of memory evolution analysis over time, namely the selection of a suspicious time window. Nevertheless, once a time window is selected, an appropriate analysis approach has to be selected, and the users are left on their own during this analysis. Thus, we are currently integrating features into AntTracks that we call guided exploration. The goal of guided exploration is to lead users through AntTracks’s different analysis views. Within each view, those parts that contain the most information should automatically be detected, highlighted and explained to the user. This way, we want to achieve a learning-by-doing effect, with the goal that AntTracks should be usable by users without any prior memory monitoring experience.

### 7 Conclusion

In this paper, we presented an approach to automatically detect time windows that show typical behaviors of various memory anomalies. Freeing users from this non-trivial task enables them to focus more on finding the root cause of the problem. Especially inexperienced users that often struggle to recognize anomalies on their own profit from this feature.

The first type of memory anomaly that our approach is able to automatically detect is continuous memory growth caused by memory leaks.

The second type are windows that suffer from high GC overhead. High GC overhead can stem from two main root causes. Either the individual garbage collections within the time window took a long time, or a very high number of garbage collections had to be performed.

The third type of suspicious time windows we are able to detect are those that show high memory churn. High memory churn is caused by objects that are frequently allocated and freed shortly after their allocation. This also leads to a high number of garbage collections.

These algorithms to automatically select suspicious time windows have been integrated into AntTracks, a memory monitoring tool developed by us. Throughout the paper, their applicability was shown by applying them to different real-world applications.
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